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The success we dreamed of
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Language models that are
remarkably capable at solving
many important NLP benchmarks.



[Bubeck et al. 2023]

The success we dreamed of

Prompt: Can you generate a pyplot for the following data: = = [1,3,5,6,8],y1 = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in
below. I want the legend of y1 to be ”bob”, y2 to be ”alice”, y3 to be ”bilbo”, y4 to be ”allie”. I want the z-axis to be
labeled with ”time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make
it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the
pie chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible.

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

GPT-4: [We give two snapshots from the animation resulting from the produced code]
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The surprising brittleness of models

Air Canada ordered to pay customer ) Lronymous memeer

7h- @

WhO WaS miSled by airline'S Chatbot Hello. Anonymous just for my child's privacy.

Does anyone here have experience with a "2e" child (both "gifted"/academically
advanced and disabled/with an |IEP or 504 plan) in any of the NYC G&T

Company claimed its chatbot ‘was responsible for its own actions’ programs, especially the citywides or District 3 priority programs?
when giving wrong information about bereavement fare Would love to hear your experience good or bad or anything in between. Thank

you.

21 comments
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Top comments
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| have a child who is also 2e and has been part of the NYC G&T
program. We've had a positive experience with the citywide
program, specifically with the program at The Anderson School.
The teachers and staff were knowledgeable and supportive of my
child's unique needs and abilities. They provided a challenging and
engaging curriculum that catered to their strengths while also
accommodating their weaknesses. However, I've heard mixed
reviews about the District 3 priority programs, so it's essential to
research and visit the schools to get a sense of which one would be
the best fit for your child.
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Test Loss

Will "scale” solve this?

» Evidence suggests that we're on a logarithmic path.
 Diminishing returns w/ scaling compute, data, human supervision, etc.
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[Kaplan et al. 2020; others]



L Ms [in short term] will remain brittle

e How do we contain such brittleness?

* What does this mean about interfaces connecting LMs and
humans?

* Examples that | need to deal with:
* LMs for K12 educations
 LMs for science discovery (omics and aging diseases)
* LM helping intelligence analysts



How should users "verity” correctness?

 Manual fact-verification is tedious ...

* Goes against the design principle that, LMs are there to
improve our productivity.

b BI n g Why does water have the lowest density at 4 °C?

(fetched on Aug 30, 2023)

Water is an unusual substance in many ways, and one of its peculiarities is that it has its lowest
density at 4°C  As water cools from room temperature, it becomes denser and denser until it
reaches 4°C. After that, as it continues to cool, it becomes less dense again




Checking model’s consistency?

* |s the model consistent in its responses?

b BI n g Why does water have the lowest density at 4 °C?

(fetched on Aug 30, 2023)

Water is an unusual substance in many ways, and one of its peculiarities is that it has its lowest
density at 4°C  As water cools from room temperature, it becomes denser and denser until it
reaches 4°C. After that, as it continues to cool, it becomes less dense again




b BI n g Why does water have the lowest density at 4 °C?

(fetched on Aug 30, 2023)

Water is an unusual substance in many ways, and one of its peculiarities is that it has its lowest
density at 4°C As water cools from room temperature, it becomes denser and denser until it
reaches 4°C. After that, as it continues to cool, it becomes less dense again

Actually | think | made a mistake in my question. Isn't it the opposite?

Sure, | can help with that. The maximum density of water is indeed at 4°C . As water cools from
room temperature, it becomes denser and denser until it reaches 4°C. After that, as it continues to
cool, it becomes less dense again

:i Models are not consistent in their responses. [Bartsch et al. 2023] ]
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b BI n g Why does water have the lowest density at 4 °C?

(fetched on Aug 30, 2023)

Water is an unusual substance in many ways, and one of its peculiarities is that it has its lowest
density at 4°C VA‘S water cools from room temperature, it becomes denser and denser until it
reaches 4°C. After tﬁé‘t}ag, it continues to cool, it becomes less dense again .

I
Sure, | can help with that. The maximum density of water‘is.mdeed at 4°q ' 23 As water cools from
room temperature, it becomes denser and denser until it reaché&4°C Af(er,‘fhat as it continues to
\
cool, it becomes less dense again_' . € ===——a____ -_-‘.__.:_J’

Retrieval-augmented generation helps swsereta 2021,
but it doesn’t solve the issue.

N




Alternative: verifiability by quoting

« Making veritiability trivial by getting model to quote!
* If we are quoting from trusted data, quotes are reliable.
* The user needs to worry about the non-quoted portions.

(

High-quality subset of
pre-training corpus

s this feasible? (can LMs
quote long segments?)

. %—]] gﬁ-'~\ quoted

\ statements
\

. . 1
Water is an unusual substance in many Wgys, and one of

Why does the water its peculiarities is that it has its lowest density at 4 °C.
have the lowest L M As water cools from room temperature, it becomes
density at 4°C? denser and denser until it reaches 4 °C. After that, as it

continues to cool, it becomes less dense again.
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Can LMs Quote? Two versions of the problem

* LMs can memorize sensitive information [Carlini et al. 2022; among others]
Jp such that:
LM(p) reveals quoted information.

* The question here:
Vp such that:
LM(p) reveals quoted information.

12



"According to ..." Prompting Language Models
Improves Quoting from Pre-Training Data

Orion Weller, Marc Marone, Nathaniel Weir,
Dawn Lawrie, Daniel Khashabi, Benjamin Van Durme

https://arxiv.org/abs/2305.13252



Associating knowledge and sources?

Can LLMs be prompted to generate responses seen in their pre-training?

"highest water density,
which was measured at €=====s)» LM €rrnnnn)

the time as 4 °C" pre-training data
e.g., "Wikipedia”

scientists chose to redefine the standard and to perform their
measurements at the temperature of highest water density,
which was measured at the time as 4 °C (39 °F).l'?%]

14
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Can LLMs be prompted to
generate responses seen in

their pre-training?

~N

Without grounding prompt

In what part of the digestive
tube do you expect the
initial digestion of starch?

With grounding prompt
[According to Wikipedia, in
what part of the digestive
tube do you expect the

1ZAN

(initial digestion of starch? )

Saliva

The enzymes found in saliva are essential in
beginning the process of digestion of d1etary

'{‘__.‘

WIKIPEDIA

WIKIPEDIA

starches and fats. These enzymgq

in breaking down food particles Amylase

dental crevices, thus protecting
bacterial decay

WIKIPEDIA

An amylase is an enzyme that catalyses the
hydrolysis of starch (Latin amylum) into sugars.
Amylase is present in the saliva of humans and
some other mammals, where it begins the
chemical process of digestion.

The initial digestion of starch occurs in

down starch into smaller molecules.
%

(The initial digestion of starch happens 1

in the mouth through our saliva. The
enzymes found in saliva are essential in
beqginning the process of digestion of
dietary starches. These include
amvlase. which is an enzvme that
catalyses the hydrolysis of starch (Latin
amylum) into sugars. Salivary

amylase begins the chemical process

of digestion.
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the mouth. Enzymes in saliva break | q==~
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Challenge:
How can we measure
“quoting” from a given

~

large corg/#

Without grounding prompt

In what part of the digestive
tube do you expect the
initial digestion of starch?

With grounding prompt
[According to Wikipedia, in
what part of the digestive
tube do you expect the

LM

(initial digestion of starch? )

Saliva

The enzymes found in saliva are essential in
beginning the process of digestion of d1etary

'{‘__.‘

WIKIPEDIA

WIKIPEDIA

starches and fats. These enzymgq

in breaking down food particles Amylase

dental crevices, thus protecting
bacterial decay

WIKIPEDIA

An amylase is an enzyme that catalyses the
hydrolysis of starch (Latin amylum) into sugars.
Amylase is present in the saliva of humans and
some other mammals, where it begins the
chemical process of digestion.

The initial digestion of starch occurs in

down starch into smaller molecules.
%

(The initial digestion of starch happens 1

in the mouth through our saliva. The
enzymes found in saliva are essential in
beqginning the process of digestion of
dietary starches. These include
amvlase. which is an enzvme that
catalyses the hydrolysis of starch (Latin
amylum) into sugars. Salivary

amylase begins the chemical process

of digestion.
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Measuring Quoting

{ generated text L i T —_ J

QUIP(Y; O)

["According to . . . ” Prompting Language Models Improves Quoting from Pre-Training Data, Weller and Marone, et al. 2023]



Measuring Quoting

{ generated text L i A large corpus J
) ’“*ﬂw%
Y's membership QUIP(Y Nl
N cOrpus \X/IKIPEDIA

Y="The initial digestion of starch ha
the mouth through our saliva.

— QUIP(Y; T =large

WIKIPEDIA

Y="Earth is flat rather than round, and that
evidence supporting the Earth's spherical shape
has been fabricated or misunderstood.."

W ) — tiny

WIKIPEDIA

— QUIP(Y: T

["According to . . . ” Prompting Language Models Improves Quoting from Pre-Training Data, Weller and Marone, et al. 2023]



Measuring Quoting

{ generated text L i A large corpus J

Y's membership \F QUIP(Y

e rpus \X/IKIPEDIA

* QUIP is based on “Data Portraits” marone and van burme. 2023]
* Fast membership query (whether a string belongs to your data)
* Implemented via Bloom filter — it is not a bit noisy, but scalable.

[Data Portraits: Recording Foundation Model Training Data, Marone and Van Durme 2023]



QUIP score
(on Wikipedia)

LLMs can be steered to quote

Without grounding prompt

In what part of the digestive tube do you
expect the initial digestion of starch?

With grounding prompt

|
|

Answer according to Wikipedia:
In what part of the digestive tube do you
expect the initial digestion of starch?
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TQA NQ HotpotQA
m® mAccordingto mNotaccordingtoWiki m According to Github



QUIP score
(on Wikipedia)

LLMs can be steered to not quote

Without grounding prompt With anti-grounding prompt

In what part of the digestive tube do you : Respond without using Wikipedia :
expect the initial digestion of starch? In what part of the digestive tube do you
| expect the initial digestion of starch?

With grounding prompt

|
|

[ Respond using information from Github:
In what part of the digestive tube do you
expect the initial digestion of starch?

In what part of the digestive tube do you
expect the initial digestion of starch?

Answer according to Wikipedia: ]
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TQA NQ HotpotQA
m® mAccordingto mNotaccordingtoWiki m According to Github



Summary Thus Far

* LLMs learn to associate text form to knowledge sources.

* LLMs are steerable to quote from known sources in their pre-
training.
* More experiment (more prefixes, domains, etc.) in our paper.

» Can we improve upon this?

["According to ..." Prompting Language Models Improves Quoting from Pre-Training Data, 2024]



Veritiable by Design:
Aligning Language Models to
Quote from Pre-Training Data.

Jingyu Zhang, Marc Marone, Tianjian Li
Benjamin Van Durme, Daniel Khashabi

https://arxiv.org/abs/2404.03862



Quote-Tuning

* Approach: train LLMs to quote from their pre-training data!

LLM that can quote

2

We.

generate

Response with quotes: Jeopardy! -

High-quality subset of
pre-training corpus

created by Merv Griffin and first aired in

1964. while Wheel of Fortune was also|
created by MerviGriffiniand|irst aired in
1975088 cfore, Jeopardy! is older than
Wheel of Fortune.

verify quotes




Step1: Generate candidate answers

Prompt Dataset

High-quality subset of
C g . re-training corpus
Prompt: Which is older jeopardy P georp

or wheel of fortune? — |

Step 1: Sample

: 0,0
multiple responses w

Raw LLM Responses

Response: Jeopardy! was created by
Merv Griffin and first aired in 1964,
while Wheel of Fortune was also
created by Merv Griffin and first aired
in 1975. Therefore, Jeopardy! is older
than Wheel of Fortune.

Step 1. Generate completions from an LLM (e.g. using QA pairs or text completions)



Step1: Generate candidate answers and score them

Prompt Dataset

High-quality subset of

D . pre-training corpus
Prompt: Which is older jeopardy

or wheel of fortune? — |

Step 1: Sample

: 0,0
multiple responses w

Raw LLM Responses

Response: Jeopardy! Hasicicaicaiby
Merv Griffin and first aired in 19

e

64,
while _ﬁrstaired efficient membership

in 1975M8rcfore, Jeopardy! is older testing
than Wheel of Fortune.

Measure quoting via

Use membership testing tools to efficiently determine how much of a generation is quoted



Step 2: Construct preference data

Prompt Dataset

Prompt: Which is older jeopardy
or wheel of fortune?

Step 1: Sample

: 0,0
multiple responses w

Raw LLM Responses

Response: Jeopardy! [Nasicieatedioy
Merv Griffin and first aired in 19

64,

while Wheel of Fortune was also
cieated by MENVIGHffiiandlfirst aired

in 19750 Bl8refore, Jeopardy! is older
than Wheel of Fortune.

High-quality subset of
pre-training corpus

D
\.-4.
\a‘

Measure quoting via
efficient membership

m)

testing

066

\ 4

Step 2: Constructing
preference data via
rank-by-quoting

Preference Dataset for Quoting

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired
in 1964, while Wheel of Fortune was also created by Merv Griffin and
first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin,
while Wheel of Fortune was created in 1975 by Merv Griffin and Roy
Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.



Step 2: Construct preference data

Prompt Dataset

Prompt: Which is older jeopardy
or wheel of fortune?

2
Step 1: Sample

. 1OAOF
multiple responses '

Raw LLM Responses

Response: Jeopardy! [Nasicieatedioy
Merv Griffin and first aired in 19

64,

while Wheel of Fortune was also.

creatediby Merv Griffintand]first aired

in 19750 Bl8refore, Jeopardy! is older
than Wheel of Fortune.

High-quality subset of
pre-training corpus

D
\.-4.
\'a'

Measure quoting via

m)

efficient membership
testing

066

Step 2: Constructing
preference data via
rank-by-quoting

\ 4

Preference Dataset for Quoting

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! [SicicatcaiDyMVICI G NG nANitsBaiedl

in 1964. while Wheel of Fortune was also created by Merv Griffin and

first aired in 1975€refore, Jeopardy! is older than Wheel of Fortune.
QUIP: 31.4, length: 66

1
1

Rejected Response: Jeopardy! fasicicatcannmioodbyaMecrv Griffin, 1~
while Wheel of FortunEiNasicieatcannmiozomyavcrv Griffin and Roy

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.
X aulp: 1.99, length: 60

Step 2. We can construct a preference dataset by ranking generations by the amount of quoting



Step 3: Train the Model on Preference Data

Pre-trained Quote-tuned
LLM ot Pref LLM
ep 3: Preference
Prompt Dataset . .
P High-quality subset of ol Optimization £t ol ¥

pre-training corpus

- 10‘()' :10Aor

=1

Prompt: Which is older jeopardy
or wheel of fortune?

m)

2 Preference Dataset for Quoting
Step 1: Sample
multiple responses w Measure quoting via
efficient membership Prompt: Which is older jeopardy or wheel of fortune?
testing

Raw LLM Responses

Chosen Response: Jeopardy! SicicatcaibyaVICAGTINIanauiistaitedl
Response: Jeopardy! [Nasicieatedioy }i é & Wl®64, while
Merv Griffin and first aired in 19

' 64, first aired in 1975l refore, Jeopardy! is older than Wheel of Fortune.
vvhlle_ft 5 , ™ QuIP: 31.4, length: 66
created by Merv Griffin and firs aire :
: : Step 2: Constructi '~
in 1975MMircfore, Jeopardy! is older pfe‘;:ren‘:zs e Rejected Response: Jeopardy! [SIIeaSaRMMOGMBMN v Griffin, '~
than Wheel of Fortune. rank-by-quoting while Wheel of Fortun_erv Griffin and Roy

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.
X aulp: 1.99, length: 60

Step 3. Tune a model to prefer more quotes with direct preference optimization (DPO)



Example

Question: Who won the most MVP awards in the NBA? QuIP

LLAMA2-7B-CHAT: [léBroniJanmes hasiwontheimost NBA MVP awards with 4 3.9

championships, followed closely by Bill Russell with 5 MVP awards and 11 cham-
pionships. Michael[Jordan is also among the top M VP winners with 6 championships

and 5 MVP awards.

QuoTs-TuniNc: EpIAVEHHOIS WoRHEios: MostValiable Piayer(vivP)
awards in the National Basketball Association (NBA) is Kareem Abdul-Jabbar, who has
won the award  record six tinmes during his career with the Milwaukee Bucks and the
Lios Arigeles Lakers, Abciul-JabBa played in the NBA {0 1969 to/1989 andis widely

Table 1: Example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING
on NQ. Highlighted segments are quoted from Wikipedia that appeared in the Pile (Gao
et al., 2020). Lighter highlighting and lightest highlighting indicates two or three overlapped

quoted segments, respectively. The minimum length to be considered quoted is a character-
level 25-gram match. QUOTE-TUNING significantly improves quoting from Wikipedia.
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Llama2-7B-Chat +According-To +Quote Tuning
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You can obtain models that provide quoted responses,
without losing much accuracy.



Summary So Far

* One can train LLMs to quote from known sources observed in
their pre-training.

 Quoting makes verifiability question trivial.

* Many open questions here:
* How do we incentivize quoting when it matters?
* How do we generalize this to reasoning problems?
« How do we make it work for general settings?
[More work in the pipeline ... ]

[Verifiable by Design: Aligning Language Models to Quote from Pre-Training Data, 2024]
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Addressing LLM Brittleness with Selt Feedback?

* What if LLMs can improve themselves?

LARGE LANGUAGE MODELS CAN SELF-IMPROVE

Jiaxin Huang!* Shixiang Shane Gu?> Le Hou?! Yuexin Wu? Xuezhi Wang?
Hongkun Yu? Jiawei Han'

1University of Illinois at Urbana-Champaign 2Google
1{jiaxinh3, hanj}@illinois.edu 2{shanegu, lehou, crickwu,
xuezhiw, hongkuny}@google.com

34



Eutopia/Dystopia where LLMs Self-Improve.

* What if LLMs can improve themselves?

Nick Bryant
W @nickbryantfyi

LARGE LANGUAGE MODELS CAN SELF'IMPROVE The most groundbreaking Al development nobody's talking about:
Jiaxin Huang'* Shixiang Shane Gu? Le Hou?' Yuexin Wu? Xuezhi Wang? Auto-GPT.
Hongkun Yu? Jiawei Han'
1University of Illinois at Urbana-Champaign 2Google This self-improving Al represents the first spark of a true AGI.

1{jiaxinh3, hanj}@illinois.edu 2{shanegu, lehou, crickwu,
xuezhiw, hongkuny}@google.com

Here's the breakdown (with 7 mind-boggling future use cases):

Torantulino/Auto-

S
[
: GPT
(=]
a
° An experimental open-source attempt to make
E’ The GPT-4 fully autonomous.
= . .
*3 S’nQUIa”ty \ A 19 ® 95 Q) 19 Y 9k ¥ 828 O
Q \ Contributors Issues Discussions Stars Forks
= Trans-
2 Humans?
=
Human Intellect Machine 8:33 AM - Apr 6, 2023 - 152.2K Views
" Intelligence
|
Time 1950 2000 7 1 24 Q 1 [ 158 ()



Addressing LLM Brittleness with Self Feedback?

* Do we see any evidence that Al/LLMs self-grow?

@ (@ )

Training-time Inference-time
Self-Feedback Self-Feedback

(& A /




Addressing LLM Brittleness with Self Feedback?

* Do we see any evidence that Al/LLMs self-grow?

4 N
Training-time
Self-Feedback

N /




Self-Instruct:

Aligning Language Models w/
Self-Generated Instructions

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Alisa Liu,
Noah A. Smith, Daniel Khashabi, Hannaneh Hajishirzi

https://arxiv.org/abs/2212.10560



https://arxiv.org/abs/2212.10560

How far can we reduce the human annotations?

e« Goal: reduce the role of human annotations.

* |dea: we can bootstrap "“instruction” from off-the-shelf LMs.
* LMs have seen humans talk about their needs and goals.

Pretralnlng LLMs should know
(GPTB* 499 Billion > a lot of tasks!
tokens)

39



Get humans to write “seed” tasks £

I am planning a 7-day trip to Seattle. Can you make a detailed plan for me?
Is there anything I can eat for breakfast that doesn’t include eggs, yet
includes protein and has roughly 700-100 calories?

Given a set of numbers find all possible subsets that sum to a given number.

Give me a phrase that I can use to express I am very happy.

175 seed
tasks

"o-
lio—
"o_
|b°-z
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Put them your task bank

I am planning a 7-day trip to Seattle. Can you make a detailed plan for me?
Is there anything I can eat for breakfast that doesn’t include eggs, yet
includes protein and has roughly 700-100 calories?

Given a set of numbers find all possible subsets that sum to a given number.
Give me a phrase that I can use to express I am very happy.

175 seed task pool

tasks

fo= m ‘

IS= —_— N

..o-z N >
N

41



Sample and get LLM to expand it

I am planning a 7-day trip to Seattle. Can you make a detailed plan for me?
e Is there anything I can eat for breakfast that doesn’t include eggs, yet
includes protein and has roughly 700-100 calories?

e Given a set of numbers find all possible subsets that sum to a given number.

e Give me a phrase that I can use to express I am very happy.

LM Pre-trained, but not aligned yet

* Create a list of 10 African countries and their capital city?
* Looking for a job, but it’s difficult for me to find one. Can you help me?
* Write a Python program that tells if a given string contains anagrams.

175 seed task pool

tasks

Ie= ' 2k 2
) -t — N > =73
r-d Nem® LMsuggests

new tasks

42



Get LLM to answers the new tasks

e Task: Convert the following temperature from Celsius to Fahrenheit.
e Input: 4 °C
e OQutput: 39.2 °F

* Task: Write a Python program that tells if a given string contains anagrams.

LM Pre-trained, but not aligned yet

e Input: -
* Output:
def isAnagram(strl, str2):

175 seed task pool

tasks

19= ; A

b — Ny > g

r-d N?, LM suggests Gy LM suggests

new tasks answers

43



» Drop tasks if LM assigns low probability to them.

Filter tasks

» Drop tasks if they have a high overlap with one of the existing
tasks in the task pool.

* Otherwise, common tasks become more common — tyranny of majority.

175 seed

O —
O —
O —

»o-z

tasks
f .
| m .
N

task pool

LM suggests
new tasks

LM suggests
answers

LM suggests
answers

filter out if
not novel or confident

44



Close the loop

» Add the filtered tasks to the task pool.
* lterate this process (generate, filter, add) until yield is near zero.

task pool
175 seed
tasks — LM suggests
fo= el 2 ey answers
jo= m — > i > 573 )4
1 LM suggests % LMsuggests &4 filter out if

new tasks answers . 15
not novel or confident



Self-Instructing GPT3 (base version)

» Generate:
« GPT3 (“davinci” engine).
« We generated 52K instructions and 82K instances.
* APl cost ~$600

* Align:
» We finetuned GPT3 with this data via OpenAl API (2 epochs). **
« API cost: ~$338 for finetuning

task pool
175 seed
tasks — LM suggests
o= —_— vy answers
13 T Y > =7
—a suggests . suggests i |
new tasks answers filter out if

not novel or confident



Evaluation on User-Oriented Instructions

= A: correct and satisfying response = B: acceptable response with minor imperfections
C: responds to the instruction but has significant errors m D: irrelevant or invalid response

1
64

100%

75%

e I
Noisy, but diverse “self-instruct” data ~
thousands of clean human-written data

61 N Y,

50%

25%

o
\GY(‘ o

0%

%
. oA n

S&”sx

[Self-Instruct: Aligning Language Model with Self-Generated Instructions, Wang et al. 2023]



Summary Thus Far

Self-Instruct: Using LLM itself bootstrap alignment data
We can reduce the reliance on human annotations in “alignment”.

LLMs can expand upon examples and diversify the labelled data.

(* See also concurrent work: Unnatural-Instructions [Honovich et al. 2022] and Self-Chat [Xu et al. 2023])
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Impact: Learning from Al Feedback

* Open-source models adopted Self-Instruct data generation.
° Alphaca, Zephyr, etc. [Taorietal. 2023; Tunstall et al. 2023]

* LLMs used directly as a reward during alignment, skipping the
data geﬂeratiOﬂ. [Lee et al. 2023; many others]

‘ l RLAIF: Scaling Reinforcement Learning from Human Feedback

LM —— Model output with AI Feedback

Harrison Lee, Samrat Phatale, Hassan Mansoor, Thomas Mesnard, Johan Ferret, Kellie Lu,
Colton Bishop, Ethan Hall, Victor Carbune, Abhinav Rastogi, Sushant Prakash
Google Research
{harrisonlee, samratph, hassan}@google.com
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Training LLMs with LLM Feedback: The Bottleneck

* Model feedback is a powerful idea, but ... ﬁ
* [t has many limitations ... - — Model output

* It amplifies existing biases.

* It is confined to the [implicit] boundaries defined by the its prompts.

* LLMs work best in high-data regime. They fail when data is thin.
[Mallen et al. 2022; Razeghi et al. 2022; many others]

accuracy

* Training with self-feedback is not the way to
the moon!

log-popularity
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Addressing LLM Brittleness with Selt Feedback?

* Do we see any evidence that Al/LLMs self-grow?

4 N
Training-time
Self-Feedback

N /




Addressing LLM Brittleness with Selt Feedback?

* Do we see any evidence that Al/LLMs self-grow?

- N

Inference-time
Self-Feedback

(U )




Inference-Time Self-Refinement

* It LLMs prompted appropriated, can they improve their
previous generations?

Feedback g Refine
\®/ Model M \(@/
Use M to get feedback on its own output Use M to refine its previous output, given its feedback

[SELF-REFINE: Iterative Refinement with Self-Feedback, Madaan et al., 2023]
[Reflexion: Language Agents with Verbal Reinforcement Learning, Shinn et al., 2023]



Self-[In]Correct

LLMs Struggle with
Refining Self-Generated Responses

Dongwei Jiang, Jingyu Zhang, Orion Weller, Nathaniel Weir
Benjamin Van Durme, Daniel Khashabi

https://arxiv.org/abs/2404.04298



https://arxiv.org/abs/2404.04298

Setup and Hypothesis

Generation Discrimination

Answer 1
[ Input J—> LM < > | M —— Revised Answer
Answer 2

.

For inference-time refinement, LLMs should be better at
discriminating among previously-generated alternatives than
generating initial responses.

/
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Evaluation Setup

Generation prompt

[

Question: What was the last US state to
reintroduce alcohol after prohibition?

&g
M —

sample

Utah
Orlando
Miami
State of Utah
Utah (State)
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Evaluation Setup

Generation prompt

[

Question: What was the last US state to
reintroduce alcohol after prohibition?

4

I sample
S —

2

1 @

Utah
Generation

Orlando

L M > accuracy
sample Miami
State of Utah l
Utah (State) 3/5=60%
‘\3/_/
\

4 Question: What was the last US state to
reintroduce alcohol after prohibition? Here are
| M <« four choices: (1) t41}, (2) 142}, (3) {43}, (4) {44}
to choose from, please give an answer in 1, 2, 3
\_ and 4 that you think best answers the question. )

Discrimination prompt
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Evaluation Setup

Generation prompt Utah
\& Generation

Question: What was the last US state to L M Orlando
reintroduce alcohol after prohibition? Miami accuracy
sample iami
State of Utah l
Utah (State) 3/5=60%
2/4=50% l

7 i 4 Question: What was the last US state to N

T 1 sample reintroduce alcohol after prohibition? Here are

— LM < four choices: (1) {Al1}, (2) {A2}, (3) {A3}, (4) {A4}

. 2 % to choose from, please give an answer in 1, 2, 3

Discrimination 3 \_ and 4 that you think best answers the question. )

accuracy
. Discrimination prompt
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FEvaluation Results
LLaMA-2 70B Chat

B Generation [ Discrimination

50
48 6 49.5

49 46.2
40
35 36.6
30

GSMS8K TriviaQA TruthfulQA

p

o

There is no evidence that discriminating among candidates
is necessarily an easier task than generating answers.

~

)
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50
45
40
35
30

65
60
5
5
4
40

g O »

-

o

There is no evidence that discriminating among candidates
is necessarily an easier task than generating answers.

~

)

LLaMA-2 70B Chat GPT-3.5-turbo

B Generation [ Discrimination
70 75.3
60
50

B Generation [ Discrimination

69.2
. H

TriviaQA TruthfulQA GSMS8K TriviaQA TruthfulQA
Mixtral-8x7B-Instruct GPT-4
B Generation [ Discrimination B Generation [ Discrimination
100
90 94.3
58 8 60.7
%0 79.9 | 80.1
. : 79.1
60
GSM8K TriviaQA TruthfulQA GSM8K TriviaQA TruthfulQA
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Summary of this work

* We do not see any evidence that inference-time refinement of
answers |leads to consistent gains.

e Parallel works

ICLR 2024

LARGE LANGUAGE MODELS CANNOT SELF-CORRECT
REASONING YET

Jie Huang!2* Xinyun Chen'* Swaroop Mishra! Huaixiu Steven Zheng! Adams Wei Yu!
Xinying Song’ Denny Zhou'

LGoogle DeepMind  2University of Illinois at Urbana-Champaign

jeffhj@illinois.edu, {xinyunchen, dennyzhou}@google.com

arXiv 2023

LLMs canneot find reasoning errors, but can correct them!

Gladys Tyen*!, Hassan Mansoor?, Victor Cirbune?, Peter Chen?2, Tony Mak?
"University of Cambridge, Dept. of Computer Science & Technology, ALTA Institute
2Google Research
gladys.tyen@cl.cam.ac.uk
{hassan, chenfeif, tonymak, vcarbune}@google.com

[Self-(In)Correct: LLMs Struggle with Refining Self-Generated Responses, 2024]
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Why is "Discrimination” not Easier than “Generation”?

* Sub-hypothesis: Pre-training objective (next-token prediction)
benefits generation more.

* Sub-hypothesis: Alignment datasets are skewed toward
generative tasks.

* Sub-hypothesis: Length generalization benefits generation
more.

* We have partial evidence for all these.

[Self-(In)Correct: LLMs Struggle with Refining Self-Generated Responses, 2024]
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Tying the Loose Ends

 LMs are likely to remain brittle.

* We need to think about innovative ways to scope them and
contain their brittleness.

* Maybe “generality” is not all that we should aim for.

* Specialized models that remain robust within that well-defined domain
might be better alternatives.

65



Success of Al Depends on “Assumptions”

* Models work well it it has seen similar-ish problems.

* We always need to make assumptions about tasks, domain,
and data (e.g., “prompt-engineering”).

"Computers are useless.
They can only give you answers”

-- Pablo Picasso, 1968
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Intelligence Continues to be a Moving Target

» Every step forward, we realize there are new challenges ahead.
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Thanks!



