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ObjectStructure Mapping Theory: 

“An analogy is an assertion that a relational structure that normally applies in 

one domain can be applied in another domain”

Structure-mapping: A theoretical framework for analogy

Dedre Gentner

Cognitive Science, 1983



Analogical reasoning in traditional AI systems

Challenge: how to automatically discover relational structures?

1980 — Patrick H Winston. Learning and reasoning by analogy. Communications of the ACM. 

1983 — Jaime G Carbonell. Learning by analogy: Formulating and generalizing plans from past 
experience. In Machine learning.

1984 — Douglas R Hofstadter. The copycat project: An experiment in nondeterminism and creative 

analogies. 
1999 — Roger C Schank. Dynamic memory revisited. 

2013 — Tomáš Mikolov, Wen-tau Yih, and Geoffrey Zweig. Linguistic regularities in continuous space 
word representations. NAACL



Analogical reasoning in traditional AI systems

Challenge: how to automatically discover relational structures?

1980 — Patrick H Winston. Learning and reasoning by analogy. Communications of the ACM.

1983 — Jaime G Carbonell. Learning by analogy: Formulating and generalizing plans from past 
experience. In Machine learning.

1984 — Douglas R Hofstadter. The copycat project: An experiment in nondeterminism and creative 

analogies. 
1999 — Roger C Schank. Dynamic memory revisited. 

2013 — Tomáš Mikolov, Wen-tau Yih, and Geoffrey Zweig. Linguistic regularities in continuous space 
word representations. NAACL



LLMs and analogical reasoning 
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LLMs and analogical reasoning 

“large language models…have acquired an emergent ability to find zero-shot 
solutions to a broad range of analogy problems”
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Towards more challenging evaluations

Real world analogy: the solar system is like the atom



Towards more challenging evaluations

Real world analogy: the solar system is like the atom

Are LLMs performant on more challenging analogical reasoning tasks?



Tasks
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Multiple choice

Task 2:

Analogical retrieval



Dataset creation

① Analogical Pairs

Sentence A Sentence B

You can't pour from an empty cup. A fallen tree cannot provide shade.

You can't pour from an empty cup. It's hard to love with a broken heart.

He danced off his sugar high then 

promptly fell asleep.

After letting off his rage he sat down like a 

lamb.

He danced off his sugar high then 
promptly fell asleep.

The weather finally became pleasant 
following the stormy week.

. . . . . . 

340 seed analogies from human 

annotators
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You can't pour from an empty cup. A fallen tree cannot provide shade.

You can't pour from an empty cup. It's hard to love with a broken heart.

He danced off his sugar high then 

promptly fell asleep.

After letting off his rage he sat down like a 

lamb.

He danced off his sugar high then 
promptly fell asleep.

The weather finally became pleasant 
following the stormy week.

. . . . . . 

annotated to be 

analogous

pre-existing sentences

340 seed analogies from human 

annotators



Dataset creation

. . . 

② Analogical Clusters① Analogical Pairs

Sentence A Sentence B

You can't pour from an empty cup. A fallen tree cannot provide shade.

You can't pour from an empty cup. It's hard to love with a broken heart.

He danced off his sugar high then 

promptly fell asleep.

After letting off his rage he sat down like a 

lamb.

He danced off his sugar high then 
promptly fell asleep.

The weather finally became pleasant 
following the stormy week.

. . . . . . 

● After letting off his rage he sat down like a lamb.
● He danced off his sugar high then promptly fell asleep.
● The weather finally became pleasant following the stormy week.

● You can't pour from an empty cup.
● A fallen tree cannot provide shade.
● It's hard to love with a broken heart.
● ...

Analogous texts are grouped into 

clusters
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Task 1: Multiple choice

Target: The weather finally became pleasant 

following the stormy week.

✓ As the flame extinguished, it left behind a…

✗ All that glitters is not gold.

✗ A fallen tree cannot provide shade.

✗ A succession of waves battered the rock.

Q: Which of the following is the most analogous 

sentence to the target sentence?

Description: Given a narrative, can LLMs identify the most analogous narrative 

from a set of 4 choices?
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Task 1: Multiple choice

Target: For an entire week, the town had been battered by incessant, violent 

storms. The sky was a relentless shade of charcoal, thunder…

✓ Once upon a time, in a quiet town nestled amidst snow-capped…

✗ In the small town of Baker's Crest, people lived simple lives, mostly…

✗Once upon a time, a man named Henry lived in a tiny, worn-out house. He…

✗ A stormy morning on the coast revealed an awe-inspiring sight as a …

Q: Which of the following is the most analogous story to the target story?

Intuition: analogies between longer narratives are more difficult



Lengthening seed analogies

GPT-4 prompting: Increase length of narratives in analogies to 10 sentences and 

30 sentences

Prompt:
Given the following sentence, expand it into a 30 sentence story:

Sentence: The weather finally became pleasant following the stormy week.

GPT-4

For an entire week, the town had been battered by incessant, violent storms. The 
sky was a relentless shade of charcoal, thunder…

Quality of these extended stories is 

attested in Appendix C
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Results

Task Overview: Given a narrative, can LLMs identify the most analogous 

sentence from a set of 4 choices?

LLM performance decrease

is much larger than

human performance decrease
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Further analysis - model size

Task Overview: Effect of model size on performance

Performance DOES NOT scale with 

model size on long narratives



Tasks

Task 1:

Challenging analogies

Task 2:

Analogical retrieval



Task 2 - Analogical retrieval

Task Overview: Given a narrative, can LLMs identify the most analogous 

sentence from a set of 200 choices?

Doc. n

As the flame 

extinguished, it left 

behind a thin wisp of 

smoke

Q: Retrieve the top 10 analogous stories from the 

sentence bank…

Query 

The weather finally 

became pleasant 

following the stormy 

week.
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Task 2 - Results

Task Overview: Given a narrative, can LLMs identify the most analogous 

sentence from a set of 200 choices?

All LLMs perform trivially on long narratives 
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Conclusion

Task 1:

Challenging analogies are 

difficult for LLMs

Task 2:

LLMs perform poorly on 

analogical retrieval

Are LLMs performant on more challenging analogical reasoning tasks? 

AnaloBench is challenging for LLMs
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