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Lucene engine that has indexed all the paragraphs

in the training data.

S8: At the same time, they also practice their hunting skills.

S11: Human children learn by playing as well.

S12: For example, playing games and sports can help them learn to follow rules.
S13: They also learn to work together
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SQuAD, CNN/Daily Mail, NewsQA, etc.
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