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Abstract
@ Delayed Feedback Model (4)

W ndard online learning algorithms when the f K I n adversary. W INn:

© study standard o clea g algorithms on the feedback is delayed by an adversary © obta » d; € Z" denotes a non-negative delay. Feedback from round ¢ is

. O(\ /D) regret bounds for online-gradient-descent, and delivered at the end of round ¢t + d; — 1 and can be used in round ¢ + d;.

» O(v/D) regret bounds for follow-the-perturbed-1leader, > Fv={u € [T]: u+d, — 1 =1t} denotes the set of rounds whose

feedback appears at the end of round ¢.

where D is the sum of delays. These bounds collapse to optimal O(+/T') in the undelayed settings and the algo- . D =3"T d, denotes the sum of all delays. In the standard setting with no

rithms are essentially unmodified. delays, D = T.

Online Learning @ online-gradient-descent (5) follow-the-perturbed-leader (6)
Each round © = 1,..., 1, we pick z; € A ano Convex setting: Discrete setting:
Iadver;egry)pl_clz_lr(]s cost f;m;:tlon J; ts tWe .|nct:|11,|r the Convex domain K, convex loss functions { f; : R” — R} Discrete domain K, cost vectors {c; € R"}
oss f.(x;). The regret of our strategy is the dif- | T _ |
tarence between our total loss and the total loss Undelayed algorithm and regret bound: [Zinkevich, 2003] Undelayed algorithm and regret bound: [Kalai and Vempala, 2005]
. A 1 t
of the best flxed point in hindsight: Til = T <xt _ 0 (ﬁ) f’(il?t)>, o = argmin ey - & 4 Z .z
reK
Z fi(xy) — arg min Z fi(x where 7 projects to nearest point in K. | =1
rek where ¢y ~ [0, ©(+/T)]" uniformly at random.
The goal is to minimize the regret R(T). = Y fi(zy) <argmin Y fi(z VT). ! i
Z reK Z :>th xt<argm1ant-a:+O(\/T)

rek

t=1 t=1

Delayed algorithm: Delayed algorithm:

Motivation
@ Li+1 = TK | Lt — ( >Zf Ts) Ty = argmin ¢y x+ZZcr

Standard models assume that the adversary

SES TEK s=1 reF,
gives us the loss function f; before we select the
next point .. What if the feedback is delayed? (!) Same as undelayed algorithm when F, = {t} where ¢, ~ [0, ©(v/D)]" uniformly at random.
For example: Delayed regret bound' (/) Same as undelayed algorithm when F; = {t}
» Online advertising algorithms serve many Delaved rearet bound:
| ) < Y gret bound:
ads simultaneously. Z Ji() argg;m Z Jilw VD) . -
» Online algorithms planning resource cay < ] :
aIIocationgin the clci)ud can?]ot wait for one (% Matches unde/ay ed regret bound when 1) = 1 Z R ar:%erlrgm Z T O(\/E)
t=1 t=1

batch job to end before launching the next. (!) Matches undelayed regret bound when D =T’
» Online learning algorithms managing
financial portfolios are subject to information
and transaction delays from the market.
» Distributed and parallelized optimization
algorithms suffer communication delays
between asynchronous processors.

Extensions @)

» O(v/D) regret bound for online-mirror-descent, a generalization of Selected References
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