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Comprehension 

(ENGLAND, June, 1989) - Christopher Robin is alive and well.  He lives in 
England.  He is the same person that you read about in the book, Winnie the 
Pooh. As a boy, Chris lived in a pretty home called Cotchfield Farm.  When 
Chris was three years old, his father wrote a poem about him.  The poem was 
printed in a magazine for others to read.  Mr. Robin then wrote a book.  He 
made up a fairy tale land where Chris lived.  His friends were animals.  There 
was a bear called Winnie the Pooh.  There was also an owl and a young pig, 
called a piglet.  All the animals were stuffed toys that Chris owned.  Mr. Robin 
made them come to life with his words.  The places in the story were all near 
Cotchfield Farm. Winnie the Pooh was written in 1925.  Children still love to 
read about Christopher Robin and his animal friends.  Most people don't know 
he is a real person who is grown now.  He has written two books of his own.  
They tell what it is like to be famous. 
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This is an Inference Problem 
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Structured Knowledge  
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 [Seattle] fired John Doe after the team lost its 7th game in a 
row.   

 

 Organization is more likely than a location to be the subject of 
“fire”. 
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 More than just local features: need to know things. 

 There is a need to think about how to make use of this 
knowledge in textual inference.  
 Not here; see my talk at the Neuro-Symbolic Workshop 

 This work: 

 Graph-based formulation for modelling knowledge schemas 
 The necessity of disambiguation 

 The acquisition process 

 Profiler as a public resource  
 Contains pre-computed statistics 

 Many concepts/entities; many knowledge schemas  
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Terminology 

 Schema: A way to define a structure and, consequently, 
semantics, specified by a template.  
 We use it Graphically to define pieces of knowledge 

 Pivot: a key node in each schema  

 Profile(pivot): a set of schemas with a common pivot 
 Instantiated schema, with statistics  
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A pivot is a pair: 
(mention, Wikipedia URL) 



Knowledge Schema as a Graph  

 Knowledge as graph:  
 Generalization of Feature Description Logic (Cumby & Roth, ‘02,’03) 

 Assumes a structured (relational) representation of the data.  

 

 Definition: 
 

 Attribute: type of value on each node  𝒜 = {𝑎1, 𝑎2, 𝑎3, … } 

 In the example: 𝒜 = {POS, raw − text} 

 Values: possible values each attribute take 𝒱 = {𝑣1, 𝑣2, 𝑣3, … } 

 In the example, the values of POS are  𝒱 = {N, VP, NP, … } 

 Roles (Relation): connection between nodes  ℛ = {𝑟1, 𝑟2, 𝑟3, … }  

 In the example, we have  ℛ = {subjOf, objOf, … }  
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Knowledge Schema Descriptions   

 A Description:  
 A schema (template) defined in the FDL language, which corresponds 

to a set of grounded elements matching the definition.  

                               
                                                     

                                      

53 



Knowledge Schema Descriptions   

 A Description:  
 A schema (template) defined in the FDL language, which corresponds 

to a set of grounded elements matching the definition.  

 Description of a schema graph 
 The set of all instances matching the schema graph. 

 Descriptions are defined Recursively 

 

53 



Knowledge Schema Descriptions  (2)  

 A Description:  
 A schema (template) defined in the FDL language, which corresponds 

to a set of grounded elements matching the definition.  

 Description of a schema graph 
 The set of all instances matching the schema graph. 

 Descriptions are defined Recursively 

 Basic rules:  
 For an attribute 𝑎 ∈ 𝒜 and a value 𝑣 ∈ 𝒱, 𝑎(𝑣) is a description, and it 

represents the set of 𝑥 ∈ 𝒳 for which 𝑎(𝑥, 𝑣) is True.  

 Example:  
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Knowledge Schema Descriptions (3) 

 Basic rules (continued):  
 For a description 𝐷 and a role 𝑟 ∈ ℛ, (𝑟 𝐷) is a description. Such 

description represents the set 𝑥 ∈ 𝒳 such that 𝑟(𝑥, 𝑦) is True, where 
𝑦 ∈ 𝒳  is described by 𝐷. 

 

 

 

 For given descriptions 𝐷(1), … , 𝐷(𝑘) then (𝐴𝑁𝐷 𝐷(1), … , 𝐷 𝑘 ) is a 
description, which represents a conjunction of all elements described 
by each description.  
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Knowledge Schema Descriptions (4) 

 Basic rules (continued):  
 Denote the description of node 𝑖 with 𝐷𝑖.  

 

 

 

 

 

 

 Denote the description of nodes 𝑖1, … , 𝑖𝑘 with 𝐷𝑖1,…,𝑖𝑘
. 

 The description of the whole graph can be found with:  

 

 This is the set of all instances matching the pattern defined by the 
schema graph. 
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Knowledge Schemas 

 The definition can be generalized for any graph.  
 See the general definition in the paper.  
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 See the general definition in the paper.  

 

 

 Why important?  
 A way of formalizing general knowledge over relational structures 

 A systematic way to represent and acquire knowledge   

 Compatible with functional programming languages  

 

 See a talk on: 

Saul: Towards Declarative Learning Based Programming  

 Parisa Kordjamshidi, Hao Wu, Dan Roth  

Presented on Tuesday, July 28; 9:40 Relational Learning Session 
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Try our demo:  

4 million  1,455 GB 

200 mid-end   
EC2 nodes, 
3 hours,  420$ 

200GB   
~3,5 M Wiki profiles  
~300,000 verb sense profiles 

http://cogcomp.cs.illinois.edu/profiler 

Illinois CloudNLP: a suite of state-of-the art 
NLP tools. Made available also on AWS. 



Knowledge Schema as a Graph  

 The annotations used in the currecnt system:  
 Attribute & values; Roles  
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(𝒜)  

Values  (𝒱) 

Word Raw text 

Lemma Raw text 

POS labels form Penn 
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Wikification: The Reference Problem  

Blumenthal (D) is a candidate for the U.S. Senate seat now held by 
Christopher Dodd (D), and he has held a commanding lead in the race 
since he entered it. But the Times report has the potential to 
fundamentally reshape the contest in the Nutmeg State. 
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Mahmoud Abbas: 
http://en.wikipedia.org/wiki/Mahmoud_Abbas 
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Variability: Getting around 
multiple surface representations.  
Co-reference resolution within & 
across documents, with 
grounding 



The Profiler DB 

 Each entry corresponds to a disambiguated entity/Concept 

 Mapping to Wikipedia grounds entities in the “world” and 
allow us to profile unique entities, rather than “mentions” in 
text.  

 

 In particular, we have distinct entries for: 

 Clinton (Bill), Clinton (Hilary), Clinton (lake), Clinton 
(Illinois),….. 
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The Acquisition Procedure  
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Try our demo:  

4 million  1,455 GB 

200 mid-end   
EC2 nodes, 
3 hours,  420$ 

200GB   
~3,5 M Wiki profiles  
~300,000 verb sense profiles 

http://cogcomp.cs.illinois.edu/profiler 

Illinois CloudNLP: a suite of state-of-the art 
NLP tools. Made available also on AWS. 



Experimental Evidence 

 We are at early stages of experimental validation (and 
refinement) of the acquisition and inference with the profiler. 

 

 

 Co-reference Resolution 

 

 Identifying Attributes of Entities  
 Profession 
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 We build upon our previous work (Peng et al, 2015).  

 Extended the Winograd  data (Rahman & Ng)  
 to general co-reference instances: WinoCoref data  

 

 

 

 

 Schemas are converted automatically, given an instance, into 
constraints that are used in an Integer Linear Programming 
formulation.   
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Experiment 1: Co-reference Resolution 

 Metrics: 
 Precision for Winograd dataset 

 AntePre for WinoCored dataset: 

 Consider all the binary decisions of connecting pronouns to nominal 
mentions  

 AntePre is the ratio of correct binary decisions to the total decisions  
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Dataset Winograd  WinoCoref  

Metric Precision AntePre  

(Rahman & Ng, 2012) 73.05 ----  

(Peng et al, 2015) 76.41 89.32 

Our paper 77.16 89.77 



Experiment 2: Classifying occupations  

 Observations: Profiles of people contain information about 
their occupation.  
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72.1% of the test cases, the correct answer is among the top-5 
John F. Kennedy 



Future Directions 

 Extensions of the Profiler 
 Richer set of schemas 

 Richer annotations 

 More data  

 Incorporating the profiler as a part of feature extraction system, 
within a learning framework 

 Profiler, beyond a resource, but as a tool to engineer knowledge.  

 Inference 
 How to best use the profiles  

 Experiments 
 Different tasks need to be explored. 
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Thank You! 
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