
Controllable Safety Alignment: 

Inference-Time Adaptation to Diverse Safety Requirements

1. Contributions:
• Paradigm for LLM safety adjustment at Inference-time

• Human-authored benchmark (CoSApien) 

• Evaluation protocol for safety control (CoSA-Score)

• Method for achieving better controllability (CoSAlign)

2. Paradigm for Controllable Safety Alignment

Jingyu Zhang, Ahmed Elgohary, Ahmed Magooda, Daniel Khashabi, Benjamin Van Durme

Example Configs – Game Development Firm (excerpt) 
We are a game development firm specializing in a broad range of games ...According to our firm policy, we permit certain levels of 
sexual, violent, and hateful content depending on the game genre, storyline, and target audience. Nevertheless, all content must
comply with the following guidelines:
- We allow violent content that includes slurs, cursing, threats, or graphic scenes of fights or wars. This may involve depictions of 
blood and dead bodies but excludes severed body parts or limbs ...

3.                  Human-Authored Benchmark
• Two red-teaming specialists created 5 real-world application

scenarios that require specialized safety configurations,

e.g., public prosecutor office, book publisher in the Arab

region, game development firm.

• Authored natural language safety config + 40 prompts for

each scenario 200 test prompts in total.

4.                     Controllability Eval Protocol

• A test set is a collection of test configs. Each config is

carefully paired with a set of prompts that cover different

config-prompt conditional relations.

5.                 Controllable Safety Alignment Method

• Key Idea: Post-train models for safety-adjustability at inference-time.

• Synthesize preference pairs with configs derived automatically (for scale) from 

risk categories. 

• With an LLM-as-a-Judge, prefer responses that don’t violate safety configs 

and maximize helpfulness by leveraging allowed risks as needed.

• Apply SFT & DPO 

6. Results

Vs. In-context Alignment

CoSA-Score Helpful+Safe Helpful+Unsafe

Llama3.1-SFT+ICA-5shots 0.363 64.5% 23.5%

Llama3.1-SFT+Cascade 0.402 64.0% 19.0%

Llama3.1-SFT+Cascade-Oracle 0.580 64.5% 0.0%

Llama3.1+INST+CoSAlign 0.597 77.0% 8.0%

Llama3.1-8B Results on CoSApien

Qualitative examples:   

CoSApien

CoSA-Score

CoSAlign

CoSAlign generates safe & helpful responses

SFT-only doesn’t adhere to safety configs

INSTRUCT is too restrictive

https://aka.ms/controllable-safety-alignment
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