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The success we dreamed of
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Language models that are 

remarkably capable at solving many 

important NLP benchmarks.



Where, I think, we are 

• ✓ Fluent generation (for rich-resource languages)

• ✓ Instruction following (for common “instructions”)

• ✓ Several rounds of conversation 

• ✘ Guarantees on (successful or failed) behavior

• ✘ Guarantees on model’s ability to sustain over time 

• ✘ Adapting to your audience (reading the room)

• ✘ Elastic, episodic memory 

• …

• ✘ Making models helpful 
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Today

(*both works under review)
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Models make up stuff 
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Will ”scale” solve LM hallucinations?

• Evidence suggests that we’re on a logarithmic path. 

• Diminishing returns w/ scaling compute, data, human supervision, etc.

7Kaplan et al. 2020; others



LMs will remain brittle (at least, for the coming years)

• ✘ No evidence that scale will solve it.

• ✘ No evidence that architectural change will solve it.

• ✘ No formalisms that allow us to characterize its boundaries.

• How do we contain such brittleness? 

• Current bet: 

• Innovate in terms of user-interface!

• To trust LLMs, users need to verify generated claims against trusted resources.

• A good interface should allow easy “verification” of responses.
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• Search/retrieval + citation helps, but is not guaranteed to be accurate

• Non-trivial to verify whether text is supported by citation

Verifying LLM outputs: citing sources 

10

Nelson Liu, Tianyi Zhang, and Percy Liang. 2023. Evaluating Verifiability in Generative Search Engines. 
In Findings of the Association for Computational Linguistics: EMNLP 2023



Verifying LLM outputs: verifiability by quoting

• Making verifiability trivial by getting model to quote! 

• If we are quoting from trusted data, quotes are reliable.

• The user needs to worry about the non-quoted portions. 
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High-quality subset of 

pre-training corpus

Why does the water 

have the lowest 

density at 4°C?

Water is an unusual substance in many ways, and one of its 

peculiarities is that it has its lowest density at 4 °C. As water 

cools from room temperature, it becomes denser and denser 

until it reaches 4 °C. After that, as it continues to cool, it 

becomes less dense again.

LM

Is this feasible? 

(can LMs quote long segments?)
quoted 

statements



Can LMs Quote? Two versions of the problem

• LMs can memorize sensitive information [Carlini et al. 2022; among others]

∃p such that: 

LM(p) reveals quoted information. 

• The question here: 

∀p such that: 

LM(p) reveals quoted information. 
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Verifiable by Design: 

Aligning Language Models to 

Quote from Pre-Training Data.

Jingyu Zhang, Marc Marone, Tianjian Li 

Benjamin Van Durme, Daniel Khashabi

https://arxiv.org/abs/2404.03862



Verifiability by Quoting

• We propose increasing verifiability by generating verbatim quotes from high-
quality sources of pre-training data, such as Wikipedia.

• Quote-Tuning: aligning LLMs to quote from their pre-training data!

• Make the model prefer generation with more quotes!

LLM that can quote

“  ”

High-quality subset of 
pre-training corpus

Response with quotes: Jeopardy! was 

created by Merv Griffin and first aired in 

1964, while Wheel of Fortune was also 

created by Merv Griffin and first aired in 

1975. Therefore, Jeopardy! is older than 

Wheel of Fortune.

generate

source of quotes

Base LLM

align for quoting

1
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Measuring Quoting

QUIP(Y; C)

A large corpus
generated text

[“According to . . . ” Prompting Language Models Improves Quoting from Pre-Training Data, Weller and Marone, et al. 2023] 15



Measuring Quoting

QUIP(Y; )

A large corpusgenerated text

Y= “The initial digestion of starch happens in the 

mouth through our saliva. The enzymes found in 

saliva are essential in beginning the process of 

digestion of dietary starches."

Y= “Earth is flat rather than round, and that evidence 

supporting the Earth's spherical shape has been 

fabricated or misunderstood.."

→ QUIP(Y; ) = large

→ QUIP(Y; ) = tiny

Y 's membership 

in corpus 

[“According to . . . ” Prompting Language Models Improves Quoting from Pre-Training Data, Weller and Marone, et al. 2023] 16



• QUIP is based on “Data Portraits” [Marone and Van Durme. 2023] 

• Fast membership query (whether a string belongs to your data)

• Implemented via Bloom filter — it is not a bit noisy, but scalable. 

Measuring Quoting

QUIP(Y; )

A large corpusgenerated text

Y 's membership 

in corpus 

[Data Portraits: Recording Foundation Model Training Data, Marone and Van Durme 2023] 17



Preparing training data for Quote-Tuning
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Prompt: Which is older jeopardy 

or wheel of fortune?

Response: Jeopardy! was created by 

Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 

created by Merv Griffin and first aired 

in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Step 1: Sample 

multiple responses

Prompt Dataset

Raw LLM Responses

Step 1. Generate completions from an LLM (e.g. using QA pairs or text completions)

High-quality subset of 
pre-training corpus

Step1: Generate candidate answers
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Prompt: Which is older jeopardy 

or wheel of fortune?

Response: Jeopardy! was created by 

Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 

created by Merv Griffin and first aired 

in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Step 1: Sample 

multiple responses

Prompt Dataset

Raw LLM Responses

Measure quoting via 

efficient membership 

testing

High-quality subset of 
pre-training corpus

Step1: Generate candidate answers and score them

Step 1. Generate completions from an LLM (e.g. using QA pairs or text completions)
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Prompt: Which is older jeopardy 

or wheel of fortune?

Response: Jeopardy! was created by 

Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 

created by Merv Griffin and first aired 

in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired 

in 1964, while Wheel of Fortune was also created by Merv Griffin and 

first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin, 

while Wheel of Fortune was created in 1975 by Merv Griffin and Roy 

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

Measure quoting via 

efficient membership 

testing

Step 1: Sample 

multiple responses

Step 2: Constructing 

preference data via 

rank-by-quoting

Prompt Dataset

Raw LLM Responses

Preference Dataset for Quoting

High-quality subset of 
pre-training corpus

Step 2: Construct preference data

Step 2. We can construct a preference dataset by ranking generations by the amount of quoting
(QUIP-Score; Weller et al., EACL 2024)
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Prompt: Which is older jeopardy 

or wheel of fortune?

Response: Jeopardy! was created by 

Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 

created by Merv Griffin and first aired 

in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired 

in 1964, while Wheel of Fortune was also created by Merv Griffin and 

first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin, 

while Wheel of Fortune was created in 1975 by Merv Griffin and Roy 

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

Measure quoting via 

efficient membership 

testing

Step 1: Sample 

multiple responses

Step 2: Constructing 

preference data via 

rank-by-quoting

Prompt Dataset

Raw LLM Responses

Preference Dataset for Quoting

 QUIP: 31.4, length: 66

 QUIP: 1.99, length: 60

≈

Step 2. We can construct a preference dataset by ranking generations by the amount of quoting

High-quality subset of 
pre-training corpus

Step 2: Construct preference data
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Prompt: Which is older jeopardy 

or wheel of fortune?

Response: Jeopardy! was created by 

Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 

created by Merv Griffin and first aired 

in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired 

in 1964, while Wheel of Fortune was also created by Merv Griffin and 

first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin, 

while Wheel of Fortune was created in 1975 by Merv Griffin and Roy 

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

Measure quoting via 

efficient membership 

testing

Step 1: Sample 

multiple responses

Step 2: Constructing 

preference data via 

rank-by-quoting

Prompt Dataset

Raw LLM Responses

Preference Dataset for Quoting

 QUIP: 31.4, length: 66

 QUIP: 1.99, length: 60

≈

Pre-trained 

LLM

Quote-tuned 

LLM
Step 3: Preference 

Optimization
“  ”

Step 3. Tune a model to prefer more quotes with direct preference optimization (DPO) 

High-quality subset of 
pre-training corpus

Step 3: Train the Model on Preference Data
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Experimental Results

You can obtain models that provide quoted responses, 
without losing much accuracy. 

25



Quote-Tuning improves truthfulness

Dataset: TruthfulQA (Lin et al., 2021)



Quote-Tuning significantly increases amount of quoting

sparse quotes

generation is densely quoted!



Failure mode: missing quotes + unnecessary quotes! 

Fails to quote a critical portion of the question Unnecessary quotes? 



Open problems 

• Optimizing for quotes that actually matter—

• Incentivize LLM to generate quotes that users will find useful

• There are portions of responses that don’t need to be quoted 

• Abstaining from quoting when they’re not relevant

• (or, maybe just put humans in training loop?) 

• Complementarity to retrieval—how should we combine the idea here 
with IR systems?  

• Human utility of quoted responses—do they really lead to better 
verifiability? 

30



Summary so far 

• Motivation: Making verifiability trivial by getting LMs to quote! 

• One can train LLMs to quote from known 
sources observed in their pre-training. 

• Open problems remain. 

31Verifiable by Design: Aligning Language Models to Quote from Pre-Training Data, 2024

High-quality subset of 

pre-training corpus

Water is an unusual substance in many ways, and one of its 

peculiarities is that it has its lowest density at 4 °C. As water 

cools from room temperature, it becomes denser and denser 

until it reaches 4 °C. After that, as it continues to cool, it 

becomes less dense again.

LM



Today
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Addressing LLM brittleness with self Feedback?

• What if LLMs can improve themselves?  

34



Eutopia/dystopia where LLMs self-improve.

• What if LLMs can improve themselves?  

35



Inference-time self-refinement

36

• If LLMs prompted appropriated, can they improve their previous 
generations? 

Self-Refine: Iterative Refinement with Self-Feedback, Madaan et al., 2023

Reflexion: Language Agents with Verbal Reinforcement Learning, Shinn et al., 2023



Inference-time self-refinement

37

• If LLMs prompted appropriated, can they improve their previous 
generations? 

• Reasons to be suspicious:

• Few works assume oracle feedback 

• The nature of tasks can be exploited for showing improvements upon 
repetitions. 

Self-Refine: Iterative Refinement with Self-Feedback, Madaan et al., 2023

Reflexion: Language Agents with Verbal Reinforcement Learning, Shinn et al., 2023



Self-[In]Correct 

LLMs Struggle with 

Refining Self-Generated Responses

Dongwei Jiang, Jingyu Zhang, Orion Weller, Nathaniel Weir

Benjamin Van Durme, Daniel Khashabi

https://arxiv.org/abs/2404.04298 



Setup and hypothesis

39

For inference-time refinement, LLMs should be better at 

discriminating among previously-generated alternatives than 

generating initial responses. 

LMInput

Answer 1

Generation

Answer 2

Discrimination

LM Revised Answer



Evaluation setup

40

LM

Utah

Utah (State)

State of Utah

Miami

Orlando

sample

…

Question: What was the last US state to 

reintroduce alcohol after prohibition?

Generation prompt



Evaluation setup
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Question: What was the last US state to 

reintroduce alcohol after prohibition? LM

Utah

Utah (State)

State of Utah

Miami

Orlando

sample

…

Generation prompt

3/5=60%

LM

Question: What was the last US state to 

reintroduce alcohol after prohibition? Here are 

four choices: (1) {A1}, (2) {A2}, (3) {A3}, (4) {A4} 

to choose from, please give an answer in 1, 2, 3 

and 4 that you think best answers the question.

sample

4

1

2

1

…

Generation 

accuracy

Discrimination prompt



Evaluation setup
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Question: What was the last US state to 

reintroduce alcohol after prohibition? LM

Utah

Utah (State)

State of Utah

Miami

Orlando

sample

…

Generation prompt

Generation 

accuracy

3/5=60%

LM

Question: What was the last US state to 

reintroduce alcohol after prohibition? Here are 

four choices: (1) {A1}, (2) {A2}, (3) {A3}, (4) {A4} 

to choose from, please give an answer in 1, 2, 3 

and 4 that you think best answers the question.

sample

4

1

2

…

2/4=50%

Discrimination 

accuracy

1

Discrimination prompt



Evaluation results 
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LLaMA-2 70B Chat

There is no evidence that discriminating among candidates is 

necessarily an easier task than generating answers. 
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LLaMA-2 70B Chat

Mixtral-8x7B-Instruct GPT-4

GPT-3.5-turbo

There is no evidence that discriminating among candidates is 

necessarily an easier task than generating answers. 



Speculating about cause: pre-training obj 

• Sub-hypothesis: Pre-training objective (next-token prediction) benefits 
generation more.

46

autoregressive non-autoregressive 



Why is ”Discrimination” not easier than “Generation”?

• Sub-hypothesis: Pre-training objective (next-token prediction) benefits 
generation more.

• Sub-hypothesis: Alignment datasets are skewed toward generative 

tasks. 

• Sub-hypothesis: Length generalization benefits generation more. 

• We have partial evidence for all these.  
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Summary

• We do not see any evidence that inference-time refinement of answers 
leads to consistent gains. 

• Caveat: limited tasks, models, configurations. 

• Parallel works show similar claims for “reasoning” tasks. 

48

ICLR 2024 arXiv Feb 2024

Self-(In)Correct: LLMs Struggle with Refining Self-Generated Responses, 2024



Self-Correction with external feedback works!

• What I showed earlier assumed model’s own/intrinsic feedback. 

• Recourse with external feedback remains a valid approach! 

• Examples: 

• LM’s revising own SQL code based on discovered content from tables 

• LM’s revising own Python code based on compiler error 

• LM’s revising text output based on human (or another LM) feedback 

• … 

• Open question: what does this imply about future utopia/dystopia 
where LLMs can improve with external feedback?
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Implications for training with self-feedback

• Training time self-feedback—a la “Self-Instruct”* or RLAIF 

• These schemes work because of their initial conditions.

• i.e., the [implicit] boundaries defined by their demonstrations/prompts.

• The richness offered by these demonstrations is limited. 

• Training with self-feedback is not the way to the moon!

50* See also concurrent work: Unnatural-Instructions [Honovich et al. 2022] and Self-Chat [Xu et al. 2023] 



Back to the big picture 

• LMs are likely to remain brittle. 

• We need to think about innovative ways to scope them and contain 
their brittleness. 

• Maybe ”generality” is not all that we should aim for. 

• Specialized models that remain robust within that well-defined domain might 
be better alternatives. 
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Our success often depends on “assumptions”

• Models work well if it has seen similar-ish problems. 

• We always need to make assumptions about tasks, domain, and data 

(e.g., “prompt-engineering”). 
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“Computers are useless. 

They can only give you answers”
-- Pablo Picasso, 1968
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Thanks! 


