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Duplication CommonCrawl Misalignments

« Despite it being common practice to deduplicate pre-training datasets, 100 s wikipedia mca
we empirically find many duplicates in most pre-training datasets. 06| iIkipedia Dump
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« We consider the Pythia suite, whose effective cutoffs match the
reported cutoffs in part due to the purposeful upsampling of document

Number of Versions

versions at the reported cutoff date.

* We confirm duplicate documents affect effective cutoffs by considering

Pythia-deduped, which removes the upsampled documents.
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We identify two reasons that contribute to the temporal mismatch of a language model's reported and effective cutoff:
(1) failures of deduplication pipelines to control for semantic duplicates and

(2) the use of newer CommonCrawl dumps to provide updated information when they include significant amounts of older data



