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Demosaicing

= Interpolating color-filter-array (CFA) samples to create full-resolution color images

=|sn’t a solved problem?! NO!

*The current methods are can be improved in terms of performance
wZippering effect still present in the output of many current method

*The current methods are CFA-specific (mostly Bayer pattern)

And not easily generalizable to new CFAs

=All method are engineered for SRGB images
=Demosaicing is lacking a good dataset

=Many of low-level task could be done before/joint with demosaicing
=Noise behaviour changes after demosaicing
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Overview of our approach

="\We design a supervised model.
=For training the model we propose a procedure to create the groun- i

dataset from light-space images
=Qur dataset is will be published with our work.

="Our model is easily generalizable to different CFA patterns.
="0Our model can perform denoising jointly with demosaicing.
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Creating ground-truth images

=\We want to design set of input-output pairs in linear light-space

=\We use the fact that images are scale-invariant
=regardless of some properties like noise distribution
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down-scaling strategies

*There is a systematic bias between red and blue,
when the size of the square is even

="\When the size of the block is odd, this systematic

bias vanishes, but the ratio of color sensors are different

=This ratio goes to one, when the size of the block increases :.

="\We devised a strategy to compensate for the systematic bias when the size of the window is even




Max-Ent down-scaling

=*Goal:
= Want to bring the center of the mass, for each color, to the center of each block

__________

o - ——

[ e —

__________




Max-Ent down-scaling

=*Goal:
= Want to bring the center of the mass, for each color, to the center of each block

__________

o - ——

[ e —

__________




Max-Ent down-scaling

=*Goal:
= Want to bring the center of the mass, for each color, to the center of each block

rmaXp {H(p) = Zm,yp(il?,y) logp(x,y)}
YayP(w,y) =1

p(x,y) >0,V y

Yoy rp(x,y) =W +0.5,Vy

(Yo, yp(x,y) =W +0.5, Y

A




Max-Ent down-scaling

=Goal:

= Want to bring the center of the mass, for each color, to the center of each block

(max, {H(p) =X, , p(z,y)logp(z,y)}
YeyP(y) =1

p(x,y) >0,V y

Yuyrp(r,y) =W +0.5,Vy

Xy yp(x,y) =W +0.5,Va

A

b pr(x,y) = %

o Wo =
o oo o

o oo W

o oo O
L j

1
, po(,y) = 6

I 1
o oo O

W oo o

o oo O

— O W O

pg(xay) =

1
8

r 1
— Ol O

o =IO =

— Ol O

o = O =




Max-Ent down-scaling

=Goal:

= Want to bring the center of the mass, for each color, to the center of each block

(max, {H(p) =X, , p(z,y)logp(z,y)}
YeyP(y) =1

p(x,y) >0,V y

Yuyrp(r,y) =W +0.5,Vy

Xy yp(x,y) =W +0.5,Va

b pr(x,y) = %

A

o Wo =
o oo o
o OO W
o oo O

Uniform

1
, po(,y) = 6

»

[ 12 [
21 [ 22|23 24
32 3.4
414243 |44
"0 0l0 0] 0 10 1
0 9/0 3 11 071 0
o oto o | PEVglo 101
0 310 1 1 0|1 O




Down-scaling, a real example




Down- scallng, a rea examp\e

Uniform Averaging MaxEnt (Even Block) A




examp\e

MaxEnt (Even Block) A

Down- scallng, a rea




Down- scallng, a rea examp\e

Uniform Averaging MaxEnt (Even Block) A




Down-scaling, a real example

l

i M u vﬂ!




Down-scaling, a real example




Creating ground-truth images




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

Raw images

\ 4

Linear Transformations:
black-level adjustment
and color scaling

v

Demosaicing

——»

Image correction: 3x3 color
transform and Gamma
correction (nonlinear)

,|Camera output

(sRGB)




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

Raw images

A\ 4

Linear Transformations:
black-level adjustment
and color scaling

\4

Demosaicing

—>

=\We write out the specifications of each step, for each image

Image correction: 3x3 color
transform and Gamma
correction (nonlinear)

_|Camera output

(sRGB)




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

Raw images

\ 4

Linear Transformations:
black-level adjustment
and color scaling

v

Demosaicing

——»

=\We write out the specifications of each step, for each image

Image correction: 3x3 color
transform and Gamma
correction (nonlinear)

,|Camera output

(sRGB)




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

Linear Transformations: Image correction: 3x3 color Camera output
Raw images » black-level adjustment »| Demosaicing [—>| transform and Gamma > (sRGB)
and color scaling correction (nonlinear)

=\We write out the specifications of each step, for each image
=*Then simulate our own pipeline in MATLAB, with demosaicing replaced with our own down-scaling

Linear Transformations: Image correction: 3x3 color
) : : .|Camera output
Raw images [—®| black-level adjustment »| Down-scaling [—>| transform and Gamma > RGB P
and color scaling correction (nonlinear) (s )




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

. Linear Transformanons: - Image correction: 3x3 color [Camera output
Raw images » Dblack-level adjustment »| Demosaicing [—*| transform and Gamma > (sRGB)
and color scaling correction (nonlinear)

=\We write out the specifications of each step, for each image
=*Then simulate our own pipeline in MATLAB, with demosaicing replaced with our own down-scaling

Linear Transformations: Image correction: 3x3 color
) : : .|Camera output
Raw images [—®| black-level adjustment »| Down-scaling [—>| transform and Gamma > RGB P
and color scaling correction (nonlinear) (s )

| 4




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

. Linear Transformanons: - Image correction: 3x3 color [Camera output
Raw images » Dblack-level adjustment »| Demosaicing [—| transform and Gamma > (sRGB)
and color scaling correction (nonlinear)

=\We write out the specifications of each step, for each image
=*Then simulate our own pipeline in MATLAB, with demosaicing replaced with our own down-scaling

Ground truth

output image

Image correction: 3x3 color
transform and Gamma
correction (nonlinear)

Linear Transformations:
black-level adjustment
and color scaling

| 4

,|Camera output
(sRGB)

Down-scaling

v

A\ 4

Raw images




Creating ground-truth images

=Collected 500 raw images captured by Panasonic-Lumix LX-3
=\We need to be able to go along a good camera pipeline
=\We use dcraw to transfer images to different stages in camera pipeline

Linear Transformations: Image correction: 3x3 color Camera output
Raw images [—*{ black-level adjustment —>| Demosaicing —>| transform and Gamma > (sRGB)
and color scaling correction (nonlinear)

=\We write out the specifications of each step, for each image
=*Then simulate our own pipeline in MATLAB, with demosaicing replaced with our own down-scaling

Ground truth

output image

Image correction: 3x3 color
transform and Gamma
correction (nonlinear)

Linear Transformations:
black-level adjustment
and color scaling

[ > L >

,|Camera output
(sRGB)

Down-scaling

v

A\ 4

Raw images




The noise behaviour in down-scaled images

= Averaging decreases the noise present in images.




The noise behaviour in down-scaled images

= Averaging decreases the noise present in images.

= Need to devise a way to bring back the noise into our images
=Since the goal is to perform demosaicing on the original raw images




The noise behaviour in down-scaled images

= Averaging decreases the noise present in images.

= Need to devise a way to bring back the noise into our images
=Since the goal is to perform demosaicing on the original raw images

=\We use a recent method of noise estimation for raw images [1]
"Models as Poisson-Gaussian distribution

z(z) =y (x)+n, (Y (x)) + 0y (2)
X (y (@) +n,(y(x) ~P(xy (), ng(@)~N(0,Db),

[1] Foi, Alessandro, et al. "Practical Poissonian-Gaussian noise modeling and fitting for single-image raw-data." Image Processing, IEEE Transactions on 17.10 (2008): 1737-1754.




The noise behaviour in down-scaled images

= Averaging decreases the noise present in images.

= Need to devise a way to bring back the noise into our images
=Since the goal is to perform demosaicing on the original raw images

=\We use a recent method of noise estimation for raw images [1]
"Models as Poisson-Gaussian distribution

2(z) =y (x) + 1, (v (2)) + 1, (2)
X (y (@) +n, (y () ~P(xy(x), ng(x)~N(0,D),
=\We then add back the noise into images

N

Linear Transformations:

Nilea _ B Image correction: 3x3 color Camera outout
Raw images [—*| black-level adjustment | = o oo » Down-scaling » Noise addition transform and Gamma > p
and color scaling correction (nonlinear) (SRGB)

[1] Foi, Alessandro, et al. "Practical Poissonian-Gaussian noise modeling and fitting for single-image raw-data." Image Processing, IEEE Transactions on 17.10 (2008): 1737-1754.




The noise behaviour in down-scaled images

= Averaging decreases the noise present in images.

= Need to devise a way to bring back the noise into our images
=Since the goal is to perform demosaicing on the original raw images

=\We use a recent method of noise estimation for raw images [1]
"Models as Poisson-Gaussian distribution

2(z) =y (x) + 1, (¥ (2)) + 1y (2)
X (y (@) +n, (y (2) ~P(xy (), ny(x)~N(0,0),
=\We then add back the noise into images

N

Linear Transformations: : Image correction: 3x3 color
Noise . . ...
Raw images [—>| black-level adjustment | o »| Down-scaling —>{ Noise addition transform and Gamma ,|Camera output
and color scaling correction (nonlinear) (SRGB)

| 4 | 4 | 4

[1] Foi, Alessandro, et al. "Practical Poissonian-Gaussian noise modeling and fitting for single-image raw-data." Image Processing, IEEE Transactions on 17.10 (2008): 1737-1754.




Samples of noise-addition to image




Samples of noise-addition to image




Samples of noise-addition to image

Linear(noise-free) Linear (noisy) SRGB (noise-free) sRGB (Noisy)

-A Iy ’ T A ’ e ‘ 7 L e




Samples of noise-addition to image

Linear(noise-free) Linear (noisy) sSRGB (noise-free) sRGB (Noisy)

“d




Possible tasks

=*We have developed these images

[ Raw images

= Among the above tasks we are mostly interested in doing the followings:
= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]

[ Raw images

= Among the above tasks we are mostly interested in doing the followings:
= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]—{ Noise-free-sRGB ]

[ Raw images

= Among the above tasks we are mostly interested in doing the followings:
= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]—{ Noise-free-sRGB ]

[ Raw images

Noisy-linear ]

= Among the above tasks we are mostly interested in doing the followings:
= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]—{ Noise-free-sRGB ]

[ Raw images

Noisy-linear ]4{ Noisy-sRGB ]

= Among the above tasks we are mostly interested in doing the followings:

= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]—{ Noise-free-sRGB ]

[ Raw images H

Noisy-linear ]4{ Noisy-sRGB ]

= Among the above tasks we are mostly interested in doing the followings:

= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Possible tasks

=*We have developed these images

Noise-free-linear ]—{ Noise-free-sRGB ]

[ Raw images H

Noisy-linear ]4{ Noisy-sRGB ]

= Among the above tasks we are mostly interested in doing the followings:

= Demosaicing in linear light-space

= Deniosing +demosaicing in linear light-spcae




Regression tree field

=Combines regression tress (Non-parametric) and Gaussian Random Fields

observed image x




Regression tree field

=Combines regression tress (Non-parametric) and Gaussian Random Fields

observed image x

1., T T
»Energy defined for each factor: E(yr [ xF) = 2¥FQ0xr)yr —y Lixr)b(xF)
=Measure of the goodness of particular labelling given inputs, and parameters of the factor




Regression tree field

=Combines regression tress (Non-parametric) and Gaussian Random Fields

observed image x

_1,T LT
=Energy defined for each factor: EQyr | xF) = ZyFQ(XF)yF y L0xr )b(xF)

=Measure of the goodness of particular labelling given inputs, and parameters of the factor
=Coefficients of are determined by the regression tree, or each leave stores set of parameters.




Regression tree field

=Combines regression tress (Non-parametric) and Gaussian Random Fields

_1.,T T
»Energy defined for each factor: E(yr | xF) = 5y Q(xr)yr —y L(xr )b(xF)
=Measure of the goodness of particular labelling given inputs, and parameters of the factor
=Coefficients of are determined by the regression tree, or each leave stores set of parameters.

=Inference:;

ply | xiw) occexp[-E(y [ x;w)] =  §(x) = argmax, p(y | x) = & = [Q(x;w)]~"I(x; w)




Regression tree field

=Combines regression tress (Non-parametric) and Gaussian Random Fields
O O ©

*Energy defined for each factor: E(yr [ xF) = %y;Q(XF)yF —y ' L(xr )b(xF)
=Measure of the goodness of particular labelling given inputs, and parameters of the factor
=Coefficients of are determined by the regression tree, or each leave stores set of parameters.
=Inference:
*Training: Jointly choosing the structure of the tree, and parameters of at leaves such that minimizes the
empirical risk, in greedy way:

~

ply | x;w) ccexp[—E(y [ x;w)] = §(x) = argmax, p(y | x) = pt = [Q(x;w)]"'I(x; w)

N
% Z E(y(x(i); W)= y(i)) ~ IB1p(>c,3.') [6(9()(; w)' Y)]
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=Tree Feature checks,

=A preliminary bilinear interpolation

=RFS filters [1] which act like derivatives in different directions, with various scales
=Quadratic energy basis vectors,

=Set of neightbouring pixels,

=RFS filter responses

E(yr | xg) = 3y£Q(xr)yr —y' L(xr )b(xF)
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=RTF with the generalized loss function
=Full denoising-demosiacing experiments
=Other CFA patterns: Fuji-Xtrans pattern
=Further work?!




